






tion rate. The calculation of false alarm rate and miss detection
rate can be expressed as following:

Miss Detection Rate =
Missed Seg.#

Ground Truth Seg.#
× 100%(3)

False Alarm Rate =
False Alarm Seg.#

Obtained Seg.#
× 100% (4)

where Missed Seg. # is the number of segments missed de-
tected in the segmentation results, Ground Truth Seg. # is the
total number of desired segments obtained by manual detec-
tion, False Alarm Seg. # is the number of segments which are
not broadcast telephone speech but false detected as broadcast
telephone speech, and Obtained Seg. # is the total number of
automatic detected segment. The results in EER are shown in
Table 1.

4.2. Experiment II: LRE Performance

To further compare the effectiveness of the two approaches in
a more comprehensive way, a LRE system was trained using
the segments obtained by two approaches respectively to carry
out the second experiment. It is assumed that the more purified
training data will model the language better and obtain better
performance for language identification task. The evaluation
data are from the corresponding 15 target languages of NIST
LRE09 with nominal 30 sec. duration.

For each speech segment, standard MFCC features (includ-
ing C0) are extracted and followed by the Shifted Delta Cepstral
(SDC) coefficients with usual 7-1-3-7 configuration to form
the 56-dimension MFCC-SDC feature. All features are then
grouped together to train a GMM with 1024 mixtures. Then
the 600-dimension iVector features are extracted as described
in [1]. After deriving iVector feature, a Gausssian generative
model is employed as back-end classifier. To be specific, the
Gaussian generative model based classifier is described as:

lnp(x|l) = −1

2
xTΣ−1x+ xTΣ−1µl −

1

2
µT
l Σ

−1µl + const,

(5)
where x is iVector, corresponding to a test utterance, the model
information for language l is learned by the parameter µl(the
mean of the iVectors for the training data of language l),
Σ(common covariance matrix computed from the iVectors of all
the training languages data), const is a constant number which
make the equation is satisfied and can be set to zero for the con-
venience of computation. The system performance is measured
by Equal Error Rate (EER). The results are summarized in the
right column of Table 1.

4.3. Results and Analysis

From Table 1, it can be observed that, from the aspect of seg-
mentation accuracy, the proposed CRSS approach has 1.09%
absolute EER reduction (22.2% relative improvement) com-
pared with LDC released results. Due to the expensive cost and
random nature of the Experiment I, a comprehensive experi-
ment like Experiment II is necessary. A 1.9% absolute improve-
ment (20.5% relative improvement) is observed when compared
with LDC released results. In terms of two accuracy metric, the
proposed segmentation approach can offer consistent better per-
formance.

5. Conclusion and Discussion
The introduction of BNBS data into linguistic data acquisition
is a good alternative to the usual expensive conversation tele-

Table 1: Segmentation and LID performance Comparison

Acquisition
Method

EXP. I:
Equal Error Rate

(%)

EXP. II:
LID

Performance (%)
LDC Released 4.91 9.27
CRSS Result 3.82 7.37

Relative
Improvemnet 22.2 20.5

phone speech collection. However, BNBS data, unlike CTS
data, is not designed for language identification or other speech-
related research, so a well-structured data acquisition approach
is necessary before the broadcast show can be used as a reliable
and high quality data source to convey the language traits useful
for language model training. This study is trying to overcome
this obstacle by a cost-efficient and systematic approach. Af-
ter the processing of the proposed approach, the redundant and
misleading information is removed, which is very critical for
the success of any pattern recognition system. The experimen-
tal results show the proposed method can offer consistent better
performance.

Noting that instead of presenting the state of the art perfor-
mance in LID, this study is trying to provide an approach of data
purification for broadcast data which will enhance the recogni-
tion performance in the latter tasks, the training data used for
LID system in this study is BNBS only, not using CTS data
which is more homogeneous in acoustic properties. Further-
more, the speaker diarization was only performed on each entry
of recorded broadcast show not between the shows. It can be
performed between different shows as well if more computa-
tional source is available, which will further purify the training
data in speaker balance. Therefore, although the EER results
shown in this study is higher than the EER achieved by the state
of the art techniques for LRE09 task, the approach proposed
in this study still illustrate an effective data purification method
which will lead an improved performance in recognition task.

As the next step of this study, other media source like
movies or TV can be investigated since the latter are more
popular media source than broadcast. It is also noticed that
speaker/language share some common features, and a proper
selection of such feature can make the system completely avoid
using blind model training method.
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