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ABSTRACT

Compensation for mismatch between acoustic conditions in
automatic speaker recognition has been widely addressed
in recent years. However, performance degradation due to
language mismatch has yet to be thoroughly addressed. In
this study, we address langauge mismatch for speaker ver-
ification. We select bilingual speaker data from the NIST
SRE 04-08 corpora and develop train/test-trials for language
matched and mismatched conditions. We first show that
language variability significantly degrades speaker recogni-
tion performance even with a state-of-the-art i-vector system.
Next, we consider two ideas to improve performance: i)
we introduce small amounts of multi-lingual speech data
to the Probabilistic Linear Discriminant Analysis (PLDA)
development set, and ii) explore phoneme level analysis to
investigate the effect of language mismatch. It is shown that
introducing small amounts of multi-lingual seed data within
PLDA training has a significant improvement in speaker
verification performance. Also, using data from the CRSS
Bi-Ling corpus, we show how various phoneme classes af-
fect speaker verification in language mismatch. This speech
corpus consists of bilingual speakers who speak either Hindi
or Mandarin, in addition to English. Using this corpus, we
propose a novel phoneme histogram normalization technique
to match the phonetic spaces of two different languages and
show a +16.6% relative improvement in speaker verification
performance in the presence of language mismatch.

Index Terms— speaker verification, language mismatch,
i-vector system, phoneme analysis

1. INTRODUCTION

Speech utterances from a given speaker contain information
related to the acoustic environment, transmission channel,
speaker traits (accent, stress, speaking style, etc.) and spoken
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language. All this information can be thought of as differ-
ent dimensions of the speaker acoustic space. If there is a
mismatch in any of these aspects between train and test, it
results in degraded speaker recognition performance. Most of
the previous research on mismatch compensation for speaker
recognition focused on acoustic conditions [1, 2, 3, 4], while
variability in spoken language has been given less weightage.

Some of the previous works include training speaker mod-
els on both languages spoken by the user [5]. Using a lan-
guage detector to detect the language of the test utterance and
then choosing an appropriate speaker model trained on that
language for scoring [6]. However, in both of these works,
availability and knowledge of train and test utterance lan-
guages is required. In [7], authors study how language im-
pacts both discrimination and calibration of a system, but they
don’t propose any significant solution. In [8], the authors
estimate a language dependent sub-space in the Joint Fac-
tor Analysis (JFA) [3] framework and then suppress it as a
nuisance attribute in order to compensate for language vari-
ability. The Oregon Graduate Institute (OGI) multi-lingual
data-set was used to train the language sub-spaces.

The OGI corpus was originally developed for language
recognition studies and does not contain many bi-lingual
speakers, making it hard to use for systematically study-
ing language variability in Speaker Recognition. In NIST
SRE’04–08 corpora, there are bi-lingual speakers, but as
these data-sets contain channel and handset variability also,
the effect of language mismatch alone cannot be studied prop-
erly. This prompted us to collect our own corpus containing
bi-lingual speakers and analyze the problem in more detail.
We looked at the problem from phoneme level.

In [9] authors observed that Phonemes with the same
amount of training data gave different errors. The perfor-
mance of the system remained same when combining the
scores due to only 10-15 phonemes , as against combining
the scores from all the phonemes. Hence the system uses
discrimination based on phonemes for speaker recognition.
Also, in [10] it is observed that in broad groupings the nasals
and vowels are found to provide the best speaker recognition



performance, followed by the fricatives, affricates and ap-
proximants, with the stops providing the worst performance
of all. These works motivated us to look at the problem of
language mismatch as being caused by the differences in the
phonetic spaces between the train and test segments. The
CRSS Bi-Ling corpus was collected in such a way so as to fa-
cilitate such a study. Based on experiments using this corpus,
we propose a new approach of phoneme histogram normal-
ization to alleviate language mismatch in speaker verification
systems.

We further study the language mismatch issue utilizing
the NIST SRE corpora in the i-vector [4] PLDA [11, 12] sys-
tem framework. We embed language information in the Uni-
versal Bakground Model (UBM), Total Variability (TV) and
PLDA spaces of an i-vector speaker recognition system and
analyze the improvement in performance. The remaining pa-
per is organized as follows. Section 2 discusses the experi-
ments carried out in the i-vector-PLDA framework. Section 3
analyzes the language mismatch problem from the phoneme
level, and section 4 discusses the results as well as the future
work.

2. I-VECTOR-PLDA FRAMEWORK

The i-vector based speaker verification systems have become
the state-of-the-art in the field of speaker verification during
the past few years. In this method the i-vectors are first ex-
tracted from the speech utterances [4] and then subjected to
various channel compensation techniques, such as Linear Dis-
criminant Analysis (LDA), Within Class Covariance Normal-
ization (WCCN) [13], length normalization [14], and finally
classified using a PLDA model [11] or other classifiers [4].

Conventional session variability compensation techniques
can be assumed to be general purpose, and thus, process-
ing the i-vectors using techniques such as LDA and WCCN
should, in theory, also help in compensating language vari-
ability. However, in this study, we demonstrate that even
when state-of-the-art compensation techniques are utilized,
mismatch due to language persists and degrade the system
performance. This, we believe, is an important finding since
NIST has decided to not include language variability in the
two most recent evaluations, namely SRE 2010 and 2012.

Now, one of the intuitive ways to improve the perfor-
mance of the system would be to embed multi-lingual infor-
mation in the i-vector extraction stage (UBM, Total variabil-
ity space). While, the other way would be to add the multi-
lingual information in the i-vector modelling/scoring stage
(PLDA). In this paper we study the effect of both these meth-
ods and discuss the results.

2.1. I-Vector System Description

In this section, we describe the i-vector-PLDA based speaker
verification system used in this study. The system was made

Table 1. Development data list details
List ID # files Description Amount of

multi-lingual
data

EN-1 5665 English telephone data 0%
ML-1 9680 Multilingual tel. and mic.

data
50.17%

EN-2 28102 English tel, mic and noisy
data

0%[15]

ML-2 28102 Multilingual tel, mic and
noisy data

17.28%

following the protocol of the most recent SRE, that is, SRE-
2012. Further details about the system can be found in [15].

First we do SAD that generally follows the method in
[16], as implemented in the open-source Voicebox toolkit
[17].In case of interview recordings, SAD is first performed
on both interviewee (A) and interviewer (B) channel, and
then, speech segments detected in channel B are removed
from channel A. Since channel B is usually corrupted by
a noise floor to mask the interviewee speech, spectral sub-
traction [18] is always performed before SAD on channel
B.

Then, we extract 36 dimensional MFCC features followed
by Quantile based Cepstral Normalization (QCN) [19] for ro-
bustness. A gender dependent 1024-mixture UBM with diag-
onal covariance matrices is trained on telephone and micro-
phone utterances selected from the Switchboard-II Phase 2
and 3, Switchboard Cellular Part 1 and 2, and the SRE’04-06
enrollment data. We use two different lists for UBM training:
EN-1 and ML-1 as specified in Table 1. The initial four it-
erations per mixture are gradually increased to 15 for higher
order mixtures.

For training the i-vector extractor, we use a larger dataset
than the one used for training the UBM. It also contains ad-
ditional noisy speech data. Noisy files contain Heating, Ven-
tilation, and Air Conditioning (HVAC) and crowd noise sam-
ples, are as prepared for our SRE-12 evaluation discussed in
[15]. This list is identified as EN-2 in Table 1.For analyz-
ing the effect of multi-lingual data in TV matrix training, we
replace about 17% of the utterances (4857 files) by speech
segments of languages other than English. This list is iden-
tified as ML-2 in Table 1. The i-vector extractor is trained
using 5 EM iterations.

The 600 dimensional i-vectors are first mean normalized
and then length normalized using radial Gaussianization [14].
LDA projection is performed to reduce the i-vector dimension
to 400 before the PLDA scoring. A Gaussian PLDA model
with a full-covariance residual is used for session variability
compensation and scoring [14]. We used two different lists
for PLDA model training: EN-2 and ML-2, as specified in
Table 1, to observe the effect of multi-lingual speech in train-
ing.



2.2. Experiments

Data from NIST SRE’04–08 is combined to extract speakers
speaking more than one language. While combining the lists
of different SRE corpora, it is ensured that all the files con-
tain male multilingual speakers with English as one of their
spoken languages. Only 5 minute telephone channel record-
ings are considered. We did not use any microphone and in-
terview data in order to ensure that the dominant mismatch
present in the test-trials is language mismatch. From these
utterances we prepare a set of 340 enrollment speakers speak-
ing in English. Two separate test lists are then prepared for
these speakers: i) a list containing only English as the spoken
language (matched condition), and ii) the other consisting of
all the languages other than English (mismatched condition).
The number of trials in both these conditions are 267240.

To obtain the multi-lingual development lists, all the
speech files from SRE’04–08, other than the ones used in tri-
als, are collected and added to the UBM, TV and PLDA lists
(ML-1 in Table 1). A total of 4,857 such non-English files
are obtained. While adding these files, the development lists
(EN-1 and EN-2) are pruned in a way that the total number
of files remain the same. That is, the size of the TV, UBM and
PLDA development lists is kept the same while embedding
multi-lingual data into them (Table 1) .This is done to ensure
a fair comparison between the trials with English only de-
velopment lists and the trials with multi-lingual development
lists. The results obtained in matched and mismatched con-
ditions using different UBM, TV space and PLDA training
datasets (defined in Table 1), are summarized in Table 2.

Table 2. Results in the language matched & mismatched con-
ditions.

Development List Specification Matched Mismatched
UBM TV PLDA % EER %EER
EN-1 EN-2 EN-2 1.745 4.395
EN-1 EN-2 ML-2 0.868 1.662
ML-1 EN-2 EN-2 1.495 3.602
ML-1 EN-2 ML-2 1.188 2.291
EN-1 ML-2 EN-2 2.178 6.411
EN-1 ML-2 ML-2 0.485 2.288
ML-1 ML-2 EN-2 1.869 5.110
ML-1 ML-2 ML-2 0.526 2.781

2.3. Results and Discussion

From the results in Tables 2, we observe that when only En-
glish data is used for UBM, TV space and PLDA training, the
EER in the matched and mismatched conditions is 1.745%
and 4.395%, respectively. This shows the severe degrada-
tion caused by language mismatch alone, dropping the perfor-
mance metric by a factor of 2.5. Next, we observe the effect

of including non-English data in UBM, TV space and PLDA
training.

From the results obtained, we make some interesting
observations. First, by only adding the non-English data in
PLDA training, the EER in the mismatched condition is rel-
atively improved by a significant 62.18%, reaching 1.662%
from 4.395%. However, adding non-English data in UBM
and TV space training in any combination, is not able to
provide such a significant improvement. In the matched
condition, a very good performance is obtained in all three
performance metric when all the models (UBM, TV and
PLDA) are trained on mult-lingual data. This is surprising,
since the performance obtained here is superior to a purely
English trained system.

To further comprehend the results, error analysis is per-
formed on the mismatched trials with English only PLDA
and multi-lingual PLDA. As shown in Fig 1, while using En-
glish PLDA list, there were 1378 correct target identifications
which increased to 1418 when multi-lingual PLDA was used.
Multi-lingual PLDA did not introduce any extra errors as the
40 files that were now correctly identified came all from the
63 erroneous files before. The same phenomenon is observed
in analyzing the misses, where around 7260 files were cor-
rectly identified as imposters, when switched to multi-lingual
PLDA.

Since, the methods used to obtain the performance im-
provements are very simple in nature, these results can be
beneficial for speaker recognition researchers in general,
and perhaps be of relevance if language variability is re-
introduced in the future NIST evaluations.

Fig. 1. Error analysis: NIST-SRE Data.

3. PHONEME LEVEL ANALYSIS

There are approximately 6000 different languages spoken all
over the world, and we do not have sufficient data for most
of these languages. Thus, it becomes crucial to develop tech-
niques that can sustain automatic speaker recognition system



performance even when a low resource language is spoken.
The solution proposed in the above section relies on the avail-
ability of a multi-lingual data to improve performance. We
need a solution that can do language mismatch removal with-
out being dependent on a priori knowledge of the languages or
the availability of their data. In this section we try to system-
atically analyse this aspect of language variability problem in
speaker recognition. For this purpose, it is important to en-
sure that the only source of mismatch is the language being
spoken. Other sources of variabilities such as, environment,
channel and speaker traits should be minimal. Since such a
speech corpora with a sufficient number of unique speakers
is not presently available, we choose to undertake the corpus
collection ourselves.

3.1. Corpus Description

For Corpus collection, Hindi and Mandarin speaking partici-
pants were recruited. Speech is recorded both in English and
the native language of the subject. A close-talk microphone,
a far-field microphone (table top) and a cell-phone, are used
simultaneously to record the speech data. The cell-phone is
connected to a server through a telephone line. The subject
would make a call to an analog telephone line connected to
the motherboard of our server through a PCI telephony inter-
face card. An interactive Voice Response System (IVRS) is
set up at the server, which provides instructions to the subject.

In the beginning of the recording session, subjects are
asked to read a set of 10 TIMIT sentences. Next, in order
to record spontaneous speech from the participant, unfolded
copies of the newspaper ‘USA Today’, and a questionnaire
are kept on the table in front of the subject. He/she is allowed
to talk about any section in the newspaper (weather, sports,
lifestyle, etc.) or answer any of the questions in the question-
naire. Each subject speaks for ten minutes in English and ten
minutes in his/her native language. The entire recording du-
ration is about 22-23 minutes, with initial 2-3 minutes of read
speech and the remaining 20 minutes of spontaneous speech
in two languages. Each participant is called only once so that
no session variability is present between recordings. Table 3
summarizes the details of the corpus.

Table 3. CRSS Bi-Ling speaker corpus statistics. The values
in the table indicate number of speakers

Language Gender Microphone Telephone
Close-talk Far-field

Mandarin Male 11 11 13
Mandarin Female 9 9 11

Hindi Male 21 21 26
Hindi Female 15 15 20

Total 56 56 70

3.2. Phoneme Histogram Normalization

Different languages have different phoneme structures as il-
lustrated in Fig 2 (a) and (b), where phoneme histograms are
plotted for English and Hindi utterances, respectively. Each
utterance is 2.5 minutes and spoken by the same speaker from
CRSS Bi-Ling database. In the histograms, pau indicates si-
lence, while spk and int indicate speaker and intermittent
noise segments, respectively. We use the Brno University of
Technology (BUT) phoneme recognizer based on long tempo-
ral context to obtain the phonetic transcriptions [?]. SAMPA
phonetic alphabets are used1.

The Hungarian phoneme recognizer is used to transcribe
Hindi and English phonemes for the following reasons: i) the
Hungarian recognizer contains the highest number of unique
phonemes (61), and ii) it will not be biased towards either
English or Hindi speech. As we can see from the histograms,
phonemes :2 and l: are present in the English utterance,
but not in Hindi. Similarly, phonemes b:, i: and t1: are
present in the Hindi speech segment only. Also, if we con-
sider the common phonemes between the languages, their fre-
quency of occurrence is very different.

We consider reducing this difference between phoneme
distribution of train and test segments. We normalize the test
utterance phoneme histogram to match it with the train utter-
ance phoneme histogram. This is accomplished using a sim-
ple algorithm that dynamically weighs each phoneme at the
scoring stage.

1. Let pi be the total number of occurrences of ith

phoneme in the test utterance. Then, the initial weight
w of this phoneme is given by:

w =
pi∑N
i=1 pi

(1)

whereN is the total number of phonemes present in the
test utterance.

2. In a similar manner, the weight is calculated for this
phoneme in the train utterance.

3. Next, train and test utterance weights are compared. If
the test utterance weight is lower than the train utter-
ance weight an additional weight δw is added to w. Al-
ternatively, if the test utterance weight is more than the
train utterance, the same additional weight is subtracted
from the current weight.

4. δw is calculated as:

δw =
|pi(test)− pi(train)|∑N

i=1 pi
(2)

Weights calculated from the above algorithm are used to
weigh the scoring of each phoneme in a GMM-UBM set-up .

1The following web-page discusses the mapping between SAMPA and
IPA: http://www.phon.ucl.ac.uk/home/sampa/
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Fig. 2. Histogram of phonemes detected from an English and Hindi spoken utterance.

3.3. Speaker Verification Experiments on Bi-Ling Corpus

Using the collected data we employ a GMM-UBM system to
establish a production space justification, which would then
be extended to our i-vector system. Telephone channel data
is used and labeled as English, Hindi/Mandarin. Since only
telephone channel data is taken, there is no mismatch other
than the language mismatch. All data from Mandarin speak-
ers is used to train a 512 mixture UBM. Data from 36 native
speakers of Hindi (18 male & 18 female), is used to conduct
language mismatch studies. 36 dimensional MFCC feature
vectors (12 static, with delta and acceleration coefficients) are
used as the front-end of the system.

Each speaker’s utterance is split into four 2.5 minute files.
Out of these four files, two are English and two are Hindi.
A train list of speakers speaking 2.5 minutes of English, is
created. Two test lists are prepared, with one containing only
English while the other only Hindi utterances, thereby, creat-
ing two sets of test-trials having language matched and mis-
matched conditions. Considering all combinations between
train and test utterances, a total of 2386 trials are obtained in
both conditions. The experimental results are summarized in
Table 4.

From the table, we observe that even when everything else
remains consistent (channel, environment, session), and only
the spoken language is different, system EER performance is
degraded by almost 135% relative to the matched condition.
After applying the proposed phoneme histogram normaliza-
tion method, the EER of the mismatch case improves by a
relative +16%. This is encouraging, since it shows that we
can leverage the phonetic content of utterances to suppress
language mismatch.

4. CONCLUSION

In this study, we considered a systematic study on language
variability for the problem of speaker verification. We showed
improvemment using state-of-the-art i-vector-PLDA based

Table 4. GMM-UBM System performance
Train Test EER(%)

English English 4.718
English Hindi 11.108
English Hindi 9.260

(phoneme histogram normalization)

system on language mismatched test-trials. We also investi-
gated the problem at the phoneme level using a GMM-UBM
system. We observed that by making the phonetic profile
of two different languages similar to each other, we can
achieve an improvement in system performance in the case
of language mismatch. For future work, we intend to explore
further data normalization techniques to reduce the impact of
language mismatch.
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