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 Observation: Cochlear Implant (CI)

recipients enjoy near-to-normal speech

intelligibility (SI) in quiet conditions [1].

 Challenge: CI recipients generally

experience reduced speech intelligibility in

environmentally rich spaces due to limited

frequency resolution [2].

 Iterative Wiener Filter: traditional iterative

Wiener filtering is not always stable [3,4]

 Auto-LSP based SE: apply speech

production and auditory based time-

frequency spectral constrains to achieve

improved speech quality [4,5].

 CNN-based Speech Enhancement (SE):

considers local temporal-spectral

structures of speech signals and

effectively dis-integrates the clean LSP

parameters and noise from noisy input.

 Proposed networks: deploy a CNN to

predict the enhanced line-spectral pair

(LSP) parameters from their noisy version.

Fig.1. Basic block diagram of Auto-LSP based SE algorithm.

Method#1: Calculates LPC and LSP parameters from each input signal frame over time

Method#2: Apply Inter- and Intra-frame constraints to LPC parameters.
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Proposed algorithms shown to successfully 

enhanced signals under noisy conditions for 

CI users.

Advancements show processing time 

requirements are less for system 

convergence to optimum enhanced signal

 Wiener filter coefficient values have a great 

impact on output enhanced signal quality

Best Intra-frame constraints are found for 

the combination: 0.3 and 0.7.

Method#3: Deploy a CNN network to 

predict enhanced LSP parameters 

Method#4: A constrained Weiner filter is 

used to predict the clean speech signal from 

the enhanced time-frequency speech 

constrained LPC parameters.
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Fig.2. (a) Intra-frame constraints[4,5] Fig.2. (b) Inter-frame constraints [4,5]

CNN Parameters:

Training/Testing Sets: 5000/500

utterances

Convolutional Layer: 5.

Epochs: 100. Kernels: 17

Activation Function: ‘ReLu’

Test Corpora:

Database: TIMIT sentence corpus

SNR: 10 and 5 dB.

Noise: Speech shape noise (SSN).

IS STOI SOPM PESQ

Noisy 4.19 0.722 0.717 1.432

Enhanced 2.42 0.757 0.965 1.941

IS STOI SOPM PESQ

Beta = 0.5 3.34 0.74 0.91 1.63

Beta = 1.5 2.42 0.757 0.965 1.941

Enhanced signal provides improved 

intelligibility with Beta = 1.5


